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Abstract

Implementations dealing with the term Virtual Real-
ity have a certain goal in common: The interfaces be-
tween human and computer should not be perceived.
On the one hand, generating images of 3d worlds
should be as realistic as possible. Naturalistic views
and high picture-refresh rates are demanded. On the
other hand, the way back to the computer through
its input devices should be robust against the natu-
ral, inaccurate actions of the user. The interfaces are
wished to be ”intuitive”.

Laying emphasis on enhancing this understanding
by the computer, leads to more human adapted input
devices. This paper concentrates on two kinds of
such interaction facilities, that fit more to human
behaviour than to the ”digital thinking”.

Artificial neural networks are used to communicate
to the computer by speech and gestures. Multi-layer
Perceptrons and the backpropagation algorithm en-
able interfaces which show very good practicability.

The described modules are exemplary applied to
two virtual reality projects, which were started to
force new ideas in the field of interfaces.

1 Introduction

Interaction has been proven to be one of the most im-
portant challenges for the future of nearly all compu-
tational tasks. Above all, recent progress in the field
of Virtual Reality (VR) and connected technologies
has shown the huge lack in the abilities of common
known interfaces between human and virtual, digital
environments.

The connection of interfaces to the computer and
the human should be planned carefully. The com-
puter needs an exact definition of its commands, but
the human user does not want to adapt in a machine-
like manner. Different users as well as the same user
at different times appear slightly different in their

actions with the computer. The algorithms for inter-
action control need to have the ability to extract the
essentials of the user’s interaction and to suppress
the meaningless parts of the input data. The inter-
faces must be adaptive and capable of training in a
case/user dependent fashion. Beside of this ability,
the user’s inconvenience must be kept to a minimum.
Learning must be fast, robust and automatic. Also
the resulting functionality must be robust, with a
small delay time, and there must be an estimate of
the reliability of the found mapping between the user
intention and the computer action.

To get a sufficiently good way into the computer
several goals must be reached:

e adaptivity: trainable to different users or appli-
cation fields,

¢ sufficient good recognition rate,
e small delay time,

o reliability: the capability of estimating the
propability of a specific event,

e ease to use: ability to be retrained in minutes
by the user without having knowledge about the
internals of the program.

In this paper the incorporation of Artificial Neural
Networks (ANN) into common virtual reality ap-
plications is described. Neural networks have been
proposed to show very good facilities in applications
where men interact with the computer, i.e. where
the computer has to interprete human behaviour.

So, virtual reality, dealing with the subject ‘men-
machine interaction’, is a huge application field of
neural network algorithms.

Steering in the virtual space with speech and ges-
tures are the examples which are successfully realized
in two virtual environments, descripted below. They
show functionality characterisitics, which are indis-
pensible for common applications.



The developed ANN-based interfaces are

e a word-recognition system for natural (acousti-
cal) speech,

¢ a gesture-recognizer for a VR data glove.

1.1 Virtual Reality

The standard metaphor for human-computer interac-
tion is based on the daily experience of a white-collar
office worker. For about 20 years, more and more
enhanced desktop systems have been developed, pro-
viding the user with tools such as WIMP (Window-
IconMousePointer), graphical user interfaces (UI),
and most recently advanced multimedia extensions.

Raw computing power, huge storage capabilities,
and broadband networks are becoming a commod-
ity for computer simulations, visualization, data en-
hancement tasks, and graphics applications in gen-
eral. From a user’s perspective the relevant aspect
is the problem solving process and not the details of
the computation itself. The Uls and the algorithms
supporting them, are the keys to an efficient data
evaluation and manipulation process.

With the advent of immersive virtual environments
3D space can be made directly available to the user.
Walkthrough experiences, manipulation of virtual
objects, and meetings with synthesized collaborators
have been proposed. Specific human-computer inter-
faces, originally developed for pilots and telepresence
tasks, became available to the ordinary user [13]. So,
interfaces between human and the computer has be-
come more and more important, and virtual real-
ity incorporates a short term for this development of
techniques. It tries to give the user a better sight
of digital data captured by a computer. Emphasis is
laid on improving the intuitivity of interacting with
the computer. The goal are interfaces that the hu-
man will not perceive as such any longer.

Because everybody “wants to play with”, VR is the
most critical testbed for various kinds of interfaces.

1.2 Artificial Neural Networks

In recent years, it appears that a lot of computational
problems can be solved by neural algorithms much
more efficiently.

Inspired by the brain’s abilities, development of
neural algorithms has been based on the imitation of
biological neurons which are connected within a large
connectionist model. Neural networks are “systems
that are multiple simple uniform units whose main
task is to communicate with each other, to exchange
information” [8].

Simulating the functionality of the brain is known
as simulating the neurons themselves, in addition to
the flow of information in a large system. The neu-
rons of such a neural network are called ’units’, the
artificial axons are ’connections’. The unit’s task is
to calculate a integration over its inputs, which ar-
rives as outputs from other units, multiplied by the
related connection weights. The result is propagated
through the network as input to other units.

The task of a unit ¢ is to sum up a number k of
weighted (w;;) inputs z;;, and to deliver the result y
to the input of connected units (1)
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with the activation- or gain-function g and its acti-
vation threshold u. The sigmoid-function (2) is often

used.
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[ determines their steepness.

Combining m of these units leads to a network,
whose overall function can be described by (3). The
actual output values of the units (y) at a certain time
(t) are used to accumlate the values at the next time
step (t + 1).
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An ANN is defined by its topology (w;;) and the kind
and parameters of the activation function.

Working with neural networks starts on simulat-
ing it. At the beginning its functionality is at ran-
dom and will be defined by fixing the network pa-
rameters, which are the unit’s function parameters
and the network topology (connection weights). Pro-
gramming a neural network is characterized by tun-
ing these network parameters until the network re-
alizes a certain task. Here, supervised learning is
used. Input/output pairs are presented to the net-
work. According to them, the network parameters
are changed, so that the network learns to reproduce
the certain output later on if it gets only the input
data. Programming is done by training.

Neural networks show several advantages. They are

e robust and fault tolerant,

o flexible, they can easily adjust to a new envi-
ronment by ’learning’ — they don’t need to be
programmed in Pascal, Fortran or C;
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Figure 1: Backpropagation network

o they are highly parallel.
(6]

Nevertheless, one should be aware of the quality of a
neural network simulation. The comparison with the
biological model should point towards the question
if it is generally possible to imitate such a complex
system, because

¢ a neuron delivers continuous output — a unit
does not,

e a neuron’s output is a periodic signal defined by
frequency and phase — the unit’s output misses
the phase,

¢ a network of units has a unique time synchro-
nization — the brain has not,

¢ a (human) neural network has about 10° neu-
rons with between 1000 and 10000 axons (con-
nections) to others. It is evident that ANN’s
capacity ends up at a few hundred units with a
similar number of connections.

In almost all cases, using a neural network is charac-
terized by a trial-and-error process to get the right
topology and/or to optimize the training process.
The neural network used in both applications is
called multi-layer feed-forward network (multi-layer
Perceptron[MLP]) with one hidden layer. The input
layer is fully connected to the hidden layer, the same
holds for the hidden to the output layer. The princi-
ple architecture can be seen in Figure 1. The network
is trained by the backpropagation algorithm [6]. The
wished function is a 1-out-of-n coding at the output
layer. Each specific input should switch one output

unit to a high level to determine the classified event.
For training, a certain amount of input samples is
presented to the network. According to the arised
error at the output units, the connection weights are
modified. After several iteration sequences the algo-
rithm converges into a local — hopefully a global —
minimum.

2 Realization

2.1 Speech Recognition

Computational problems, associated with speech
recognition and the limited success of the conven-
tional pattern matching techniques proposed to solve
them, have fostered the development of neural net-
work approaches to speech recognition tasks. The
intention is that the generalization properties of neu-
ral network learning algorithms are useful to improve
the recognition performance. [3, 4, 7, 10, 15]

Speech data, spoken by arbitrary speakers, ar-
rives directly from a microphone through an A/D-
converter. A separation into words (by detecting
spoken pauses) follows a Fast-Fourier-Transform at
10 milliseconds each. The resulting short-time spec-
trums are averaged at certain frequencies, leading to
a 15-dimensional vector and about 20 of them rep-
resent the whole word. The resulting 200 values are
used for classification by the backpropagation net-
work [5].

In our application, the recognition ability for a vo-
cabulary size of 45 words lies at 96% for the speaker
dependent, 91% for the speaker independent case,
and seems to be an excellent result [14, 4].

Figure 2 shows a snapshot of running the speech
recognition system. The states of the whole classi-
fication can be identified. On the left side of the
screen the calculation of the short-time spectrums
can be seen. Above, the raw speech data, in the
middle the Fourier-transformed and finally the aver-
age frequency vectors are displayed in real-time. The
right side shows the whole word as a time-frequency
matrix. The dark matrix shows the original word,
the transparent bright matrix shows the same after
compression [5]. This is the result of the overall pre-
processing parts of the speech recognition module,
and finally is fed into the classifier. The neural net-
work tries to judge about the characteristics of the
“picture of the word”, and delivers a number for the
word which was identified.



2.2 Gesture Recognition

A CyberGlove (Virtual Technologies) is used. The
user wears a glove which has up to four not visible
bending-sensors at each finger, and two in addition
for detecting the wrist’s posture. The sensors are re-
alized as fiber-optics wires, which change their opti-
cal resistance at different finger posture states. This
information is D/A-converted and delivered through
a serial line to the computer. 16 of them are used for
classification by the MLP. The network was trained
with 34 gestures. The number of hidden units is
6. First the network is trained user-dependent by
one specific user, second by 6 users to get an user-
independent functionality. Recognition rates in the
first case were nearly 100% in the second 98%, which
is quite competitive to other results [11]. Figure 3
shows a picture of learning/training the example ges-
tures.

Figure 2: Speech-recognition module

2.3 Network Characteristics, Relia-
bility

After recording the samples, learning lasts in both
cases about two minutes. For user-independency the
samples of 8 people were used. The networks con-
verge in almost all cases to 100% accuracy for the
training set. Otherwise a second iteration cycle ful-
fills the adaption.

Several additional tests with different networks
were done. To realize one classification task, more
than one network is used. In combining them as a
network tree, which supports context specificity of
the application dependent command grammar, small
nets that have to distinguish between few words (for
example 3), can be used. This idea enhances the
robustness of the classification task greatly.

Figure 3: Gesture-recognition module

Also, additional nets are used that deal with the
same samples, but are trained to different local min-
ima. So, by “asking them all for their opinion”, some
sort of reliability can be measured, that a single net-
work has not.

2.4 Hardware

The VR systems consist of two independent work-
stations. The main VR program, which manages
rendering, the overall steering including the track-
ing devices, uses a SiliconGrapics-ONYX worksta-
tion. It is called the server and connected to a SGI-
Indigo/R4000, the speech/gesture client.

A CyberGlove is connected to the serial interface
of the client. The speech is recorded by the stan-
dard inbuilt microphone and A/D-converter. Both
classification parts work in parallel on the client and
contain a third module which is engaged in the voice
recording, storing and sound output.

To get an interactive update rate, a R4000 mi-
croprocessor should be used. The results of the
word/gesture classification are delivered as integer
numbers through a serial line or by Ethernet via the
socket mechanism to the server. Of course, graphics
(Figure 2, 3) are switched off in a real application.



3 Applications

3.0.1 The Responsive Workbench

The first project realized is called Responsive Work-
bench (Figures 4, 5). It is an alternative to the
multi-media and VR models of the past decade. The
computer display is embedded in the user’s environ-
ment. It is seen as a workbench surface. Objects are
displayed in 3d-stereo-technique [1]. The user’s eye
off-axis is tracked by a 3d-tracking system, wearing
LCD-shutter-glasses. The computer generates the
3d-sight of the virtual model in real-time. The user
sees the objects nearly as they would appear in re-
ality. So, the final result gives the imagination of
perceiving a real object similar to a 3d-hologramme.

Figure 4: Surgery planning

The speech interface is used to steer the overall
system. Moving commands and certain switch-like
functions are recognized by the computer. Figure 4
shows an example from surgery planning. The vir-
tual skeleton can be moved by speech. Even by ges-
tures, it can be pushed and transformed. Bones can

Figure 5: Architectural design

Figure 6: Walking through a virtual castle



be taken away from the body by hand.

Also architecture gives a huge field for applications
with the responsive workbench (Figure 5). In this a
case, a virtual model of a landscape can be moved.
The walls of the building can be made transparent
by speech commands.

3.0.2 Virtual Castle Tour

The second application is called Virtual Castle Tour
Through Medial Rooms (Figure 6). With the aid of
a Spatial Navigator, users can experience a complex,
stereoscopically computer-generated 3d scenario in
real-time.

The user moves with a motion simulator through
the virtual simulation of Birlinghoven Castle —
telling the computer what he intends to do. The
guide gives commands in natural speech for intuitive
navigation.

Objects can be grapped and certain events can be
switched on by pointing towards them. Furthermore
real-time video enclosed in the 3d scene can be dis-
played. By the use of speech- and gesture-recognition
whose functionality partly overlap, the user gets a
feeling of doing things intuitively. The computer re-
acts flexible to the actually kind of interaction.

4 Conclusion, Future Work

Both integrations of neural networks show that they
can be used efficiently by carefully determining its
functionality. They can be made robust and easy to
handle, supported by recognition rates up to 100%
for gesture-recognition and learning time of about
two minutes.

For adapting the machine to the human, neural
networks seem to be a competitive way. They are
easy to handle and need less computational resources
than the most known alternative methods. Because
of their generality, they already have been imple-
mented highly optimized or integrated as hardware
modules.

A new way of getting immersed in a virtual en-
vironment has been shown. Speech- and gesture-
recognition could easily be added to two arbitrary
virtual environments without the common disadvan-
tages of an awkward adaption to users or to the ap-
plication.

Laying emphasis on advanced I/O algorithms has
been proven as very profitable. This may be an idea
for getting another view on new VR implementations
by primarily looking from the interfaces on it. Neu-
ral networks, with its flexibility, robustness and their

easy handling facilities, seem to be the right approach
to extract the non-constancy of human’s action, to
get knowledge about the useful information in user
commands, and finally to achieve a behaviour which
is intuitive from the human’s point of view.

A challenge may be to give one neural network
a better view on the overall human behaviour, that
means to combine several interfaces into one ANN
approach to get information from their correlation.
An example could be the combination of gesture and
speech, that is even a natural way of communication
between humans (supporting speech by gestures).

Generally, thinking about VR must be converted
to thinking about interfaces and even about applying
results from other fields like, for example, connection-
ism.
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