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1. Introduction

With connectivity steadily rising [1], criminals are gaining more and more avenues to
conduct their business. Due to the many systems involved in today’s applications,
thwarting the criminals attempts to attack certain systems or users has become a lot
more complex. This complexity is usually handled by security researchers and ex-
perts. While their findings and solutions contribute greatly to an increase in overall
security, they often neglect to consider the usability of their results [2] [3]. This lack
of usability can lead to systems, that are secure in theory, being misconfigured or
avoided altogether and thereby decreasing or nullifying their protective capabilities.

Usable Security is a research field in which usability for security solutions is examined.
Usable Security research usually focuses on the usability of security software from
the perspective of the average user. While this is an important consideration, the
equally important usability considerations by experts are seldom part of such re-
search [4]. As experts are usually tasked with implementing or enforcing certain se-
curity mechanisms, increased usability in regards to their needs, can lead to increased
security for the average user.

This paper will firstly cover the trade-off between security and convenience. This will
be followed by an overview of the three general lessons pertaining to usability by the
average user that have been figured out over the years. The next and largest chapter
will cover why usability for experts should be considered more often and what advice
regarding usability for system administrators and software developers has been given
by researchers. Lastly, a conclusion will focus on the main points brought up in this

paper.



2. Security vs. Convenience

Security and Convenience are often in opposition to one another. Many security pre-
cautions restrict the user in what he or she can actually do and are difficult to set up
properly. The average user will usually sacrifice security for convenience, because he
or she does not fully understand the purpose and therefore the importance of the
security precautions [2].

2.1. Trade-Off

As security and convenience are both important factors for most security solutions,
a trade-off between the two has to be found [5]. Because the average user prioritises
convenience over security, a security mechanism stands a better chance of being ac-
cepted by the average user if it offers value to him or her [6].

This is, of course, not the case if the mechanism is enforced by the application. If the
enforced security mechanism is too strict however, the whole application runs the
risk of being avoided by the average user altogether. If no security mechanisms are
enforced or used by the average user, security critical online actions are not feasible
anymore. The same is true for security mechanisms that are strictly enforced, but too
complicated or inconvenient for the average user. Both scenarios lead to the average
user reverting back to old analogous ways of doing security critical actions.
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Figure 1: Trade-Off between usability and security based on [5]



Because convenience is a usability concern, usability can stand in opposition to secu-
rity as well. As Figure 1 shows, the trade-off is usually a compromise between ideal
solutions regarding usability and security. This compromise leads to a system that is
neither ideal in regards to usability nor security, but offers enough convenience to
the average user to be accepting of the security mechanisms.

2.2. Consensuses

While a simple trade-off between usability and security is acceptable in most cases,
a consensus would be better. Some of such consensuses have been achieved.

The use of mobile TANs in banking systems is such a consensus. The user only has to
have his cell phone available to confirm transactions. As most users have their cell
phone around at all times and it does not suffer from the same problems as printed
TAN-Lists, it offers a great deal of usability to the user. By introducing a second au-
thentication factor, the security of the whole system increases immensely. The suc-
cess of mobile TAN-Systems is confirmed by looking at the decreased amount of suc-
cessful phishing or man-in-the-middle attacks on banking sites since that system was
widely adopted [7, p. 76].

Another successful consensus is the use of biometric factors for authentication pur-
poses. The user does not have to remember a password or -code anymore and the
credentials are less likely to be stolen, as they are features of the person trying to
authenticate themselves [8].



3. Lessons Learned

Over several years of research in the field of Usable Security, a few lessons regarding
Usable Security for the average user have been gathered [4]. The three key lessons
will be the topic of this chapter.

3.1. Do not assume

As people developing security solutions are usually experts in the field, there is little
understanding for what the average user of the security solution might know about
the specifics involved [9]. It is also commonly expected that the average user cares as
much about certain security features as the people developing them do [10]. Both of
those factors lead to false assumptions about the user, that are reflected in a negative
user experience of the security solutions.
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Figure 2: Understanding of error messages relating to SSL based on [11]

Figure 2 shows the results of a study evaluating how people react to certain SSL warn-
ing messages [11]. As clearly shown in the figure, most people do not even under-
stand what the error messages mean. This is hardly surprising, as specific domain
knowledge is required to know what an SSL-certificate is and what those different
presented cases actually mean.

An approach to mitigate this problem is to specifically consider the entirely different
perspective of the average user of the solution instead of making assumptions. This
approach can yield promising results, that ultimately increase security for the average

user.



3.2. Do not bother

As mentioned in the previous chapter, the average user considers security as less im-
portant than performing the task they set out to do. When security gets in their way
while trying to do their main task, it is perceived as an annoyance, that has to be
worked around or ignored entirely [12]. This can lead to the average users developing
a habit of very insecure practices [2], such as using an only slightly altered password
when asked to change their old password too often.
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Figure 3: Ignoring error messages relating to SSL based on [11]

As shown in Figure 3, a significant number of users tended to ignore the SSL error
messages. Alarmingly, many more users who actually understand what an expired
SSL-certificate means, chose to ignore the warning relating to it. It is likely that those
percentages could be a lot higher in the real world, as this survey was conducted as
part of a study that only required the participants to answer the questions to get the
gift certificate offered as an incentive. Real users would probably have a stronger
motivation to actually proceed to the website, as they have something they actually
want to achieve on those websites.

The most common approach to mitigate this problem is to not involve the user in as
many decisions regarding security as possible [13]. This is achieved by methods like
making updates automatic or using secure default configurations. Should not involv-
ing the user at all not be possible, nudging them in the right direction through opin-
ionated design also leads to good results [14].



3.3. Do not overwhelm

Research has shown that the average user reacts negatively when confronted with
an overabundance of advice or recommendations regarding security. They feel over-
whelmed, as they have to first choose which advice or recommendation to listen to,
before actually trying to understand and follow that advice or recommendation [15]
[16]. This might make them view improving their security as too arduous and ulti-
mately lead to them giving up on it.

Another problem is the desensitisation towards certain security issues, if the user
encountered too many warning messages pertaining to that security issue which
never lead to any noticeable harm for the user. Those warning messages will be seen
as normal and consequently ignored [11].

The approach of mitigating this issue is to carefully consider which information should
be presented to the user and which information should be kept from him or her.
While this approach might sound similar to the one presented in the prior chapter, it
is not about not involving the user, but about trying to present information to him or
her efficiently and in line with their demands.



4. Usable Security for Experts

Research in the field of Usable Security usually only considers the perspective of the
average user. The specific needs of experts are often not considered.

4.1. Importance

Experts, like software developers and system administrators are the people tasked
with implementing or enforcing security mechanisms. Every mistake they make in
that regard affect the users of their system negatively. It is therefore beneficial to
enable them to make better decisions by improving the usability of the security
mechanisms they are working with [4].

The limited research in the field of Usable Security for experts has shown that the
experts considered are usually no security experts and face similar problems to the
average user when dealing with security. Identifying a few lessons for specific groups
of experts, similar to the lessons pertaining to the average user, is therefore an im-
portant step in improving overall security.

4.2. Security Management Systems

Most software that is used as part of security management systems is neither focused
on security nor offers usable interfaces that communicate information clearly and
efficiently [17]. With such software time is often spend to reduce the amount of data
the system administrator has to analyse, but little effort is made to present that data
efficiently on a usable interface.

It is to mention however that designing an interface that meets such criteria is harder
than in many other fields, due to the nature of the system and the many different
vulnerabilities that have to be kept in mind. As it is an attacker’s intention to avoid
detection, each new attack will be somewhat different and require different sets of
information to detect it. It is therefore a challenge to provide the system administra-
tor with all the information he or she needs without overwhelming them.
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Figure 4: Screenshot of an ArcSight Console from [18]

Figure 4 shows a typical, yet slightly outdated, interface for such security software.
The interface offers the user lots of information and shows a host of options to access
other parts of the software all at once. This can easily overwhelm the system admin-
istrator.

Current interfaces assume the system administrator knows what to look for and
where to find it. If he or she is not able to find the required information or is pre-
sented with misleading information, they might not be able to detect or analyse po-
tential attacks. This leads to security issues for the whole system they are tasked to
supervise.

A few design approaches for creating better software as part of security manage-
ment systems have been outlined in the paper “Even Experts Deserve Usable Secu-
rity: Design guidelines for security management systems” [17].

The first approach is that of general Usable Security. This approach suggests that us-
ers require a mental model of how the system works [19]. This model is formed by
interactions with the system and its interface. To be able to form an accurate mental
model of the system, the interface has to be comfortable to the user, make them
aware what they have to do, how it is done and when they have successfully done it.
It should also prevent the user from making dangerous errors and give enough infor-
mation to the user, so that he or she is able to determine the current state of the
system.



The second approach is Ecological Interface Design, which suggests to structure the
interface according to a five-level abstraction hierarchy with each level becoming
more detailed than the level prior [20]. The topmost level gives a general overview of
the system, while the lowest level provides a representation of the actual physical
layout of the system. Users can work at the level that is required for performing their
tasks and switch to a higher level if they require a more general overview or a lower
one if they require more detail. This hierarchical approach to presenting information
to the user also helps in building an accurate mental model of the system.

Social Navigation is the third approach that should be considered, as people have a
natural tendency to consult other people before making decisions for themselves
[21]. In the case of system administrators this often means consulting other people
through mailing lists or online forums. Instead of relying on other people to com-
municate their problems, solutions and approaches through other media, it would be
beneficial to enable such communication through the interface of the security man-
agement software. This communication channel should include methods to directly
compare events or configurations with other users of the software to improve the
user’s ability make comparisons. Another benefit would be the ability to suggest cer-
tain behaviours based on what the majority of users or trusted experts did.

The last approach is called Persuasive Technology and focuses on ways to influence
the user such that he or she behaves in a desired way [22]. One such way of influenc-
ing the user, is to make the desired path of actions for the user to take the one that
is easiest to do. This would directly translate into making the actions that result in the
greatest amount of security the easiest to do for the system administrator. According
to this approach the software should also suggest that it did him or her a favour,
because humans tend to return favours. Other ways of influencing the user are sig-
nalling to him or her that the software is competent and to reward his or her behav-
iour if it is aligning what is desirable.

Another aspect, that is not directly covered by the four design approaches, but cov-
ered in the paper [17], is giving the system administrators the ability to revert the
state of the system to a previous one, if one of their decisions leads to an undesired
state of the system.

Considering these approaches can lead to security management systems that are bet-
ter in supporting the system administrator in performing their main task and thereby
making him or her more efficient. This can be of great benefit to the general users of
that system.



4.3. Developers

Software developers are the people tasked with implementing security mechanisms
that seek to protect the user. As such their ability to properly use and understand
security solutions greatly affects the average user [4]. While they regularly use secu-
rity mechanisms, they are usually no experts regarding them. They suffer from many
of the same problems that the average user does when it comes to the usability of
security mechanisms, while not being considered as heavily in Usable Security re-
search.

Most of the lessons given in the third chapter can be easily applied to them. They
usually do not understand as much about security as security experts assume they
do. Security is often not their main concern, as that role is taken by things like im-
proving functionality. They also tend to struggle with being presented with an overa-
bundance of advice and best practices regarding secure development.

The paper “You Are Not Your Developer, Either: A Research Agenda for Usable Secu-
rity and Privacy Research Beyond End Users” [4] seeks to provide a few guidelines for
improving the usability of security mechanisms for software developers.

Figure 1
of [22]

Figure 5:Number of applications that violate different encryption rules from [23]
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As research has shown, developers tend to use security APIs improperly. Figure 5
shows the result of such a study, which evaluated 11,748 different Android applica-
tions for misconfigurations of cryptographic libraries [23]. It can be seen that it is
more common for the applications investigated to violate one or two rules than it is
to violate none. This shows that the developers of those applications weren’t able to
use the APIs provided by the cryptographic libraries properly.

There are already general guidelines for designing usable APIs and some considera-
tions by security researchers regarding the usability of security APIs. These sources
should be combined to create a set of guidelines on how to design usable security
APIs. If this set of guidelines is followed when developing new security APls or modi-
fying old ones, the usability of those APIs should improve significantly.

These guidelines include recommendations like naming methods and classes of the
APl in a fashion a user would reasonably expect [24], including security functionality
in regular APls, so developers don’t have to use specific security APIs, and choosing
safe default values [25], so misconfigurations have to be done deliberately. Proper
documentation and warnings, that notify the user of an insecure configuration, are
also among those recommendations.

4.3.2. Secure, usable information resources

When developers search for help in using security mechanisms, they often use the
quick but insecure fixes provided by the resource they turned to.

Figure 6
of [25]

Figure 6: Participants opinion about the resources used from [26]

As Figure 6 shows, most of the participants in the study [26], rate Stack Overflow as
the resource, that is easiest to use and also the most helpful, but also as less correct
than the official documentation or books on the topic. This shows that the most usa-
ble resource available to the developers is significantly less correct than official re-
sources.
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To remedy this, the official documentation has to become more usable and interac-
tive. As there is a natural tendency to consult other people before making decisions,
which was briefly discussed in chapter 4.2, usable resources like Stack Overflow
should be monitored more closely to be able to dissuade users from using bad advice.

4.3.3. Developer tool support

If developers could integrate tools into their development environments, that help
them make more secure decisions by raising the awareness for security and providing
feedback regarding security, the process of developing more secure applications
could be eased significantly. While many tools exist, that make the development pro-
cess faster and easier for the developer, such security tools are barely used.

4.3.4. Taking developers out of the loop

As discussed, developers are neither experts for security nor is it their main focus
when developing applications. Because of that, it can be beneficial to follow the les-
son given in chapter 3.2 and to involve the developers as little as possible when it
comes to handling security.
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Figure 7: Security Impact of customised TrustManager implementations based on [27]

Figure 7 shows the result an evaluation that was conducted on 3,464 different An-
droid applications, that implemented a custom TrustManager [27]. The results clearly
show that a majority of developers implemented it in a way that weakened security
when compared to the default implementation. Only a small minority of developers
were able to improve on the default implementation.
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It is therefore recommended to move security management and security-critical de-
cisions to the OS and away from the application themselves, if it can be considered
generally beneficial in that specific case. It should be evaluated which cases could
benefit from such a measure and how this move can be done without restricting the

developers too much.
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5. Conclusion

The field of Usable Security has the tension between its two namesakes, namely Us-
ability and Security, in its core. While some remarkable consensuses regarding those
two sometimes opposite goals have been reached, there is still usually a trade-off
between the two. Even those consensuses are essentially compromises, as they are
less convenient and less secure than they could be, if only one of those goals would
have been considered.

Even though the field of Usable Security is a relatively young one with its roughly 20
years, a few key lessons for improving Usable Security for the average user have been
discovered. When those lessons are considered, the security solutions developed for
the average user are more secure than they would have been without those lessons,
while still being convenient for the user.

While those key lessons for average users are important, another very important
group of users of security solutions has almost been neglected by Usable Security
research. This group consists of people considered experts regarding IT, for example
system administrators and software developers. They need usable security solutions,
that enable them to enforce or develop security mechanisms that help to increase
the security of their users.

Some lessons for improving the Usable Security for members of this group, have been
pointed out in this paper, but many aspects of them still require additional research.
This research is worthwhile because it will ultimately have a significant positive im-
pact on the security of different applications as a whole.
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