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1 Introduction

Ounline Social Networks (OSNs),
such as Twitter, Facebook or Insta-
gram have become increasingly pop-
ular over the past decades. As these
platforms rose in popularity and their
influence on society increased, attack-
ers have also started considering how
to use them for malicious activities.
The performed attacks range from bots
influencing the public discourse to tar-
geted spam and private information
being disclosed to unauthorized third
parties [Sat+14]. These new risks have

resulted in a new research field, study-
ing the nature of these social networks
and methods how security and privacy
can be ensured in them. In the fol-
lowing sections expected problems, re-
search gaps and possible example prob-
lems will be explored. This seminar is
based on the chapter Social Networks
from the Red Book — A Roadmap
for Systems Security Research [MB13],
but also supplements the topics with
recent findings and developments.

Figure 1: Visualization of a retweet graph, showing how bots (red) are used to
influence a political debate of legitimate users (blue) on Twitter [Fer+16]



2 Expected Problems

We are already seeing various at-
tacks being perpetrated on social me-
dia platforms such as Facebook, Twit-
ter or Instagram. By befriending
strangers, cyber criminals gain access
to personal data to perform identity
theft or send victims malicious mes-

2.1 Privacy

The rising popularity of OSNs has
accelerated the appearance of vast
amounts of personal information on
the internet. These include educa-
tion, occupation, relationship status,
current location, and personal habits.
All of this information can be used
to launch advanced targeted attacks
against people. The online identities
can also be linked to offsite behavior
due to information which is leaked via
OSN integration or third party apps
[KWO09]. It has also been shown that
social bots can successfully be used to
infiltrate a social network undetected
in order to obtain access to profile in-
formation which is not publicly avail-
able [Bos+11]. Not only is the con-
sciously shared information exposed,
but also other traits of a person, such

sages including spam, phishing or mal-
ware. This section will explore the var-
ious security and privacy problems, in-
herent to the current generation of cen-
tralized OSNs, which were presented in
the Red book [MB13].

as sexual orientation, ethnicity, reli-
gious and political views, personality
traits, intelligence or happiness can be
inferred from easily accessible informa-
tion such as Facebook Likes [KSG13].
The accuracy of such computer-based
personality judgment is surprisingly
accurate and even surpasses the ac-
curacy of human judgments made by
Facebook friends [YKS15], as seen in
Figure 2. This vast leakage of pri-
vate information without the deliber-
ate consent of the users, poses a threat
to the trustworthiness of these online
platforms and needs to be tackled. Pri-
vacy protecting laws and technologies
combined with a more conscious user
behavior, when it comes to sharing in-
formation online, could help to allevi-
ate this problem.
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Figure 2: Computer-based personality judgment accuracy of personality traits
compared to human performance of different types of relationships. Note that
the average computer accuracy is significantly better than that of an average
human judge and comparable with an average spouse [YKS15]

2.2 Spam

Online content-sharing platforms,
such as OSNs, have become one of the
main distribution channels for spam-
mers to spread their malicious mes-
sages. Using the personal informa-
tion, that users provide in their pro-
files, these spammers can easily per-

2.3 Sybil Attacks

Multiple generated (Sybil) identities
in social networks can be used to out-
vote honest users, influence online rat-
ings, and manipulate search results.
These fake accounts can also be used
to manipulate a public debate or cen-
sor specific topics by means of hash-
tag flooding [TGP12]. The sale of
such fake accounts is starting develop
its own economy in which fake or hi-
jacked accounts are sold in bulk of
thousands [Tho+13]. The effects of

sonalize their messages in order to in-
crease their success rate. A promi-
nent example for such a campaign re-
sulted in the propagation of a malware
called Koobface which attempted to
steal sensitive information and form a
peer-to-peer botnet [BCF09).

such Sybil attacks have also been ob-
served on Twitter during the 2019 EU
election, where 12 per cent of tweets
using hashtags promoted by far-right
parties showed clear signs of full au-
tomation [Bev19]. In order to mit-
igate these types of attacks various
methods have been proposed, for ex-
ample clustering user behavior based
on click stream data [Wan+13] or ap-
plying graph mining techniques to so-
cial graphs [Vis+11].



2.4 Authentication

In the age of an ever increasing
amount of leaked credentials and a
continuous increase in computational
power, that can be used to brute force
accounts, using only passwords for au-
thentication is insufficient and should
be complemented by a second fac-
tor. In 2011, in an effort to com-
bat this problem, Facebook introduced
Social authentication (SA). Their im-
plementation is based on recognizing
friends in pictures. A group of re-
searchers showed that by infiltrating
a users social circle and utilizing face

2.5 Third Parties

The integration of third party apps
on social media sites and vise versa can
also pose a security and privacy risk to
users of OSNs. Not only can the brows-
ing behavior of the users be tracked in
unwanted ways, but giving permissions
to a third party app can also result
in unwanted disclosure of private infor-
mation. In 2018 a whistle-blower and
former employee of a company called
Cambridge Analytica exposed a vast

recognition software this method of au-
thentication can reliably be bypassed
and is therefore also considered inse-
cure [Pol+12]. Second factors such as
OTPs, e.g. using hardware tokens or
via SMS, are better suited for secur-
ing online accounts. It should be noted
that, although requiring more prepa-
rations and technical expertise, com-
pared to a regular phishing campaign,
a real-time MITM phishing attack is
still possible, even when OTPs are en-
abled as a second factor.

leakage of personal data, including pri-
vate messages and profile information
of friends, through a 3rd party app
on Facebook. The leaked dataset con-
tained psychological profiles of more
than 230 million Americans and was
used for targeted advertisement and
support of political campaigns, such as
the 2016 presidential campaign of Don-
ald Trump [CG18].

Figure 3: Alexander Nix, former CEO of Cambridge Analytica, presenting a
psychological profiling dashboard at the Concordia Summit in New York [MS18|



3 Worst-case Scenario

As already indicated in the previous
section, social networks can be used to
spread false information [KS18], per-
form political censorship [TGP12], bias
public opinion [Fer+16] and also attack
single users. These possible ways of ex-
ploiting OSNs can have drastic impacts
on society and their prevention should
therefore be highly prioritized topics
for social network platforms such as
Facebook, Twitter or Instagram. An
even worse scenario can occur if the
platform providers themselves start to

4 Research Gaps

Following the previously explained,
current and expected security and pri-
vacy problems that arise in the context
of OSNs, the following section will ex-

intentionally manipulate the networks
in malicious ways we haven’t seen be-
fore. A glimpse of what might be pos-
sible in this direction can be seen in
China, where a social credit system
(SCS) is being developed and tested,
that rates all its citizens according to
their online and offline behavior. This
can possibly have drastic implications
on the freedom of speech, e.g. if posts
criticizing the political party of power
get scored negatively [CTS18].

A

Figure 4: An artistic visualization of the Chinese SCS by Kevin Hong [Kob19]

plore the inherent research gaps pre-
sented in the Red Book [MBI13] and
complement them with recent findings
and possible solutions.



4.1 Trustworthiness of Information

As mentioned in the previous sec-
tions, false information also known as
fake news is often spread through the
web and especially social media plat-
forms. Several research studies have
determined the impact of false infor-
mation in social networks in terms
of user engagement metrics, such as
the number of likes, reshares, and
pre-removal lifetime. They discovered
that some pieces of false information
are highly impactful, they are liked,
shared, and commented on more, gen-
erate deeper cascades of reshares than
true information pieces, survive for
a long time, and spread across the
web effectively [KS18; Zub+16]. This
can result in widespread real-world im-
pact on the public opinion. In addi-
tion OSNs can produce echo-chambers,
which lead to polarization and can fur-
ther encourage the spread of false in-
formation, as seen in Figure 5.

Figure 5: Echo-chambers in a retweet
graph of a controversial topic [Gar+17]

Accessing the trustworthiness of in-
formation can be very challenging es-
pecially in the setting of anonymity or
in cases where there is no other way
to verify a piece of content. Several
methods of automatically identifying
false information have been proposed,
they can be categorized into two major
categories: feature engineering based
and propagation based. Whereas the

feature engineering based models cre-
ate features from textual properties
[Pér+17] and their relation to other
existing information, the propagation
based methods try to model how true
information propagates in these net-
works in order to detect anomalies
of these models as false information
[KS18]. Some research has also been
conducted on leveraging the wisdom
of the crowd to detect and reduce the
spread of misinformation [Kim+18].

Various algorithms have already
been developed for detection of false
information in different domains.
However, they are not directly compa-
rable to each other due to the lack of
large-scale publicly available datasets.
This prevents a benchmark compari-
son between different categories of al-
gorithms. Some recent datasets, such
as LIAR [Wanl7] have been created
but standardized comparison of exist-
ing algorithms on these datasets has
yet to be conducted [KS18]. Thus,
the estimation of the trustworthiness
for different information sources still
remains an interesting research gap,
including many subtopics such as the
problem of bridging echo chamber, de-
tecting false multimedia content, pro-
duced using deep learning methods
such as [Zak+19] or automatically fact
checking information from a knowledge
base.

It should be noted that the distribu-
tion of fake news is often heavily sup-
ported using social bots or so called
sockpuppets. Therefore the solution to
this problem is also closely related to
the topic of detecting fake identities in
social graphs [Fer+16], see subsection
5.3 for more details.



4.2 Real-time Data Processing

Another challenge in regards to pro-
tecting OSNs from malicious activities,
is the sheer amount of ongoing events
that need to be processed by such a
real-time system. This can not be
solved using traditional data mining
techniques, but is rather a stream pro-
cessing problem. The main challenge is
the identification of malicious or fraud-
ulent sources in real-time. A published
approach towards this goal is the so

called Facebook Immune System, which
performs real-time checks and classifi-
cations on every read and write action
[SCM11]. Although a step in the right
direction, other researchers have shown
that the security defenses, at least the
deployed solution at Facebook in 2011,
was not effective enough in detecting
or stopping large-scale infiltration, as
it occurred in practice [Bos+11].
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actions FXL FXL th X dd
é RF é E other services and data stores
feature = | Re feature
value value (
D NB € features data store
nner ﬁniddle \outer
FXL )
response <€ feature value tailers data
€ map of feature values warehouse

Figure 6: High-level overview of the

feature loops

Facebook Immune System [SCM11]

4.3 Anomaly Detection in Social Graphs

There have already been numerous
studies, such as [Shal7] and [Vis+14],
covering the application of graph min-
ing algorithms to the problem of iden-
tifying anomalies in the structures of
social graphs. These methods can be
successfully used to detect possible at-
tacks, in which attackers do not con-

form to the expected social behavior.
However, since defenders and attackers
are in a cat-and-mouse game in which
both continuously improve their meth-
ods, this research area still remains rel-
evant and offers plentiful directions for
future work [Shal7].
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4.4 Coping with the Dynamicity of Social Graph Data

In addition to the problem of de-
tecting anomalies in snapshots of social
graph data, tracking changes over time
can give an even better insight into the
dynamic nature of the network and at-
tackers behavior. One method for pat-
tern learning and anomaly detection in
streams of graph data, promising to

T,

fulfill this need, is called PLADS and
was published in 2015 by Eberle and
Holder [EH15]. Another timing based
approach for detecting accounts that
act in loose synchrocy is called Syncro-
Trap and is actively used by Facebook
and Instagram [Cao-+14].

Anomaly

' 4

=>| s |

N

Normative
patterns

Figure 7: Information about entities and relationships stream in over time, and
PLADS detects anomalies in the graph [EH15]

4.5 Security and Privacy Trade-Off

In the analysis of social interaction
data for the purpose of detecting cy-
ber criminals, there is always a trade-
off between privacy and security. Data
collection and processing can result in
the detection of malicious accounts,
but in order to be practical this also
has to be done in a privacy preserv-
ing manner. This is especially difficult
for graph data, as only removing per-
sonal identifiable information from the
nodes is not enough, as the network

11

and other meta data can be used to
deanonymize nodes. Although multi-
ple studies, covering the topic of ef-
fectively anonymizing graph datasets
have been conducted [LT08; FNTOS;
ZC(309]7 the topic is still quite new
compared to the topic of ananomizing
tabular datasets. For example, it is
still not well defined, what kind of at-
tacks on anonymity these procedures
protect against.



5 Example Problems

The following section will explore a
couple of research problems in the field
of securing social networks, that are
mentioned in the Red Book [MB13].

5.1 Measure of Truthfulness

How can we build a system that is
able to reliably measure the truthful-
ness of information that is consumed
on social media? This question has
been the topic of multiple studies, as
discussed in subsection 4.1. A re-
cent paper compared seven state-of-
the-art hate speech detection mod-
els from prior work, and showed that
they perform well only when tested
on the same type of data they were

The problems will be explained and re-
cent research that has been conducted
in the respective directions will be
mentioned.

trained on and showed that all pro-
posed detection techniques are brit-
tle against adversaries who can (au-
tomatically) insert typos, change word
boundaries or add innocuous words to
the original hate speech. They sug-
gest that using character-level features
instead of word-level features would
make the textual models systemati-
cally more resistant to adversarial at-
tacks [Gro+18].

5.2 Real-time Detection of Cyber Criminals

How can we build a system that is
able to detect cyber criminals in real
time? Such a system requires mas-
sive parallelization and distribution in
order to be able to process the large
amounts of data that are created in
OSNs. This question has been the
topic of multiple studies, as discussed
in subsection 4.2. Another recent pa-
per proposed a timing based detection

mechanism, called SynchroTrap, that
can uncover large groups of malicious
accounts that act in loose synchronic-
ity. This system was also successfully
deployed at Facebook and Instagram
and uncovered more than two million
malicious accounts involved in large
attack campaigns within one month
[Cao+14].

5.3 Identification of Fake Identities

How could we build a system that
could identify fake profiles? In addi-
tion to the techniques of graph min-
ing discussed in subsection 4.3, other
means of Sybil account detection can
be used. A study, analyzing Sybil

12

accounts on an OSN called Renren,
shows that a threshold-based classifier
is sufficient to catch 99% of Sybils,
with low false positive and negative
rates [Yan+14].



6 Closing Remarks

In this paper, I gave a few exam-
ples for how the security and privacy
in online social networks is currently
endangered, presented an overview of
the types of problems that arise and
also highlighted possible solutions and
related research areas. The presented
challenges are real and require social
network platforms, such as Facebook,
Twitter or Instagram to provide so-
lutions to these problems in a timely
manner, if they do not want to risk a
loss of trustworthiness and users.

N
v —

\

However in my opinion the currently
prevalent social networks, due to their
centralized nature, pose a privacy risk
in themselves. So perhaps a more
decentralized federated network, sim-
ilar to Mastodon [Masl6], that uti-
lizes privacy preserving machine learn-
ing methods to protect the network
from spam and false information and
gives the users full control and trans-
parency over the use of their personal
data, could be developed as a viable
alternative for the future.
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Figure 8: A diagram of servers and clients in a federated network, an alternative
to centralized architectures, prevalent in current social networks [Esh07]
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